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Decision/action requested

The group is asked to discuss and approve the contribution.
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Rationale

The study report has identified use case for network slice management, network slice subnet management and related use cases. The use case clause is a flat list of sub clauses with no structure or organization. In some headings the title includes the word “use case”. The proposal is to remove the word use case where applicable and to The proposal is to add a couple of grouping sub clause as follows:

5.1
NSI LCM

5.2
NSI CM

5.3 NSI Exposure

5.4 NSSI LCM

A mapping table is added to show mapping of current sub clause number to new sub clause number. 

Current list of sub clauses is: 

5.1

Use case for creating two new NSIs for different end user services with shared AN and no common CN NFs
17

5.2

Management support to the network slicing
17

5.3

Creating a NSI with common and slice specific CN network functions and shared AN
18

5.4

Modifying a NSI with common and slice specific CN network functions and shared AN
18

5.5

Terminating a NSI with common and slice specific CN network functions and shared AN
19

5.6

Use case for Management support to provide a customer’s service request using a NSI
19

5.7

Network slice creation
20

5.8

Use cases for management data isolation when NSI is shared by multiple customers
20

5.9

Supervise a NSI
21

5.10
Monitor the performance of a NSI
22

5.11
Network slice performance threshold monitoring
23

5.12
Use case for activation of a NSI
23

5.13
Use case for deactivation of a NSI
24

5.14
Management support for policy configuration
24

5.15
Management support for RAN configuration
24

5.16
Use case of changing capacity of a NSI
25

5.17
Use case for management support to facilitate UE roaming between NSIs in different administrative domains
25

5.18
Limited level of management exposure for multiple NSIs
26

5.19
Creating an end-to-end NSI across multiple operators
26

5.20
Changing capacity of a NSSI
27

5.21
Activation of a NSSI
27

5.22
De-activation of a NSSI
28

5.23
Creation of a NSSI
28

5.24
Termination of a NSSI
29

5.25
Monitor performance of a NSSI
29

5.26
Supervision of a NSSI
30

5.27
Modification of a NSSI
30

5.28
Use case for creating network slice with shared NSSIs
31

5.29
Instantiation, configuration and activation of NSI in the network with virtualized NFs
31

5.30
Configuration for RRM policy for NSIs
32

The proposal is to add a few grouping sub clause as follows:

5.1

NSI LCM 

5.1.1
Management support to the network slicing
17

5.1.2
Management support to provide a customer’s service request using a NSI
19

5.1.3
Creation of two new NSIs for different end user services with shared AN and no common CN NFs
17

5.1.4
Creation of a NSI with common and slice specific CN network functions and shared AN
18

5.1.5
Network slice creation
20

5.1.6
Creating an end-to-end NSI across multiple operators
26

5.1.7
Creation of NSI with shared NSSIs
31

5.1.8
Activation of a NSI
23

5.1.9
Instantiation, configuration and activation of NSI in the network with virtualized NFs
31

5.1.10
Supervise a NSI
21

5.1.11
Monitor the performance of a NSI
22

5.1.12
Management data isolation when NSI is shared by multiple customers
20

5.1.13
Network slice performance threshold monitoring
23

5.1.14
Modifying a NSI with common and slice specific CN network functions and shared AN
18

5.1.15
Changing capacity of a NSI
25

5.1.16
Deactivation of a NSI
24

5.1.17
Terminating a NSI with common and slice specific CN network functions and shared AN
19

5.2

NSI CM 

5.2.1
Management support for policy configuration
24

5.2.2
Management support for RAN configuration
24

5.2.3
Management support to facilitate UE roaming between NSIs in different administrative domains
25

5.2.4
Configuration for RRM policy for NSIs
32

5.3

NSI Exposure

5.2.1
Limited level of management exposure for multiple NSIs
26

5.4

NSSI LCM 

5.4.1
Creation of a NSSI
28

5.4.2
Activation of a NSSI
27

5.4.3
Monitor performance of a NSSI
29

5.4.4
Supervision of a NSSI
30

5.4.5
Modification of a NSSI
30

5.4.6
Changing capacity of a NSSI
27

5.4.7
De-activation of a NSSI
28

5.4.8
Termination of a NSSI
29

Mapping table
	Current structure
	Proposed structure

	Sub clause
	Sub clause title
	Sub clause
	Sub clause title

	5.1
	Use case for creating two new NSIs for different end user services with shared AN and no common CN NFs
	5.1.3
	Creation of a NSI with common and slice specific CN network functions and shared AN

	5.2
	Management support to the network slicing
	5.1.1
	<same title>

	5.3
	Creating a NSI with common and slice specific CN network functions and shared AN
	5.1.4
	<same title>

	5.4
	Modifying a NSI with common and slice specific CN network functions and shared AN
	5.1.14
	<same title>

	5.5
	Terminating a NSI with common and slice specific CN network functions and shared AN
	5.1.17
	<same title>

	5.6
	Use case for Management support to provide a customer’s service request using a NSI
	5.1.2
	Management support to provide a customer’s service request using a NSI

	5.7
	Network slice creation
	5.1.5
	<same title>

	5.8
	Use cases for management data isolation when NSI is shared by multiple customers
	5.1.12
	Management data isolation when NSI is shared by multiple customers

	5.9
	Supervise a NSI
	5.1.10
	<same title>

	5.10
	Monitor the performance of a NSI
	5.1.11
	<same title>

	5.11
	Network slice performance threshold monitoring
	5.1.13
	<same title>

	5.12
	Use case for activation of a NSI
	5.1.8
	Activation of a NSI

	5.13
	Use case for deactivation of a NSI
	5.1.16
	Deactivation of a NSI

	5.14
	Management support for policy configuration
	5.2.1
	<same title>

	5.15
	Management support for RAN configuration
	5.2.2
	<same title>

	5.16
	Use case of changing capacity of a NSI
	5.1.15
	Changing capacity of a NSI

	5.17
	Use case for management support to facilitate UE roaming between NSIs in different administrative domains
	5.2.3
	Management support to facilitate UE roaming between NSIs in different administrative domains

	5.18
	Limited level of management exposure for multiple NSIs
	5.3.1
	<same title>

	5.19
	Creating an end-to-end NSI across multiple operators
	5.1.6
	<same title>

	5.20
	Changing capacity of a NSSI
	5.4.7
	<same title>

	5.21
	Activation of a NSSI
	5.4.3
	<same title>

	5.22
	De-activation of a NSSI
	5.4.4
	<same title>

	5.23
	Creation of a NSSI
	5.4.1
	<same title>

	5.24
	Termination of a NSSI
	5.4.9
	<same title>

	5.25
	Monitor performance of a NSSI
	5.4.4
	<same title>

	5.26
	Supervision of a NSSI
	5.4.5
	<same title>

	5.27
	Modification of a NSSI
	5.4.6
	<same title>

	5.28
	Use case for creating network slice with shared NSSIs
	5.1.7
	Creation of NSI with shared NSSIs

	5.29
	Instantiation, configuration and activation of NSI in the network with virtualized NFs
	5.1.9
	<same title>

	5.30
	Configuration for RRM policy for NSIs
	5.2.4
	<same title>


4
Detailed proposal

It is proposed to make the following changes to TR 28.801[1].
	1st proposed change


5
Use cases
5.1
NSI LCM

5.1.1
Management support to the network slicing
5.1.1.1
Pre-conditions
Operator wants to create and manage NSIs based on customers' needs.

5.1.1.2
Description
Network slicing is a key enabler for new business models. By exploiting the network slice specific customization, the mobile network customers and industry customers could share the same network infrastructure, where each customer could have the corresponding NSI to fulfill each own different requirements, such as policy control, security, mobility, charging, latency, reliability, etc.
The main aspects of management support to the network slicing include:

· The operator creates NSIs based on different service requirements. For example, the operator may create two NSIs for two different requirements: one NSI with medium throughput and low latency for V2X communication and the other NSI with high throughput and high latency toleration for HD video streaming.

· The operator monitors the status of the target NSIs, such as network functions, services, throughput, latency, the number of connections, etc., and may configure some slice-specific parameters.

· When the service is no longer needed, the operator may delete the corresponding NSI if that NSI does not support any services.
5.1.1.3
Post-conditions
Different NSIs fulfil different requirements of customers using the same network infrastructure.
5.1.2
Management support to provide a customer’s service request using a NSI
5.1.2.1
Pre-conditions

The network operator has a catalogue of the types of business services it can offer to the customers with their own end user/device population distributed in a geographical area.

Editor’s note: Customer can be a 3rd party service provider or network operator’s own service department.

The customer has obtained the type of business services that can be provided by the network operator.

5.1.2.2
Description 
The customer requests the network operator to support a specific business service. This request includes the service requirements such as isolation, security and performance requirements (e.g. traffic demand requirements for the coverage areas, QoS for services, etc.).

The management system determines whether the service can be provided checking the available network resources and remaining network capacity in the specified geographical areas for the specified durations. 

If service can be provided, the management system will negotiate for an appropriate agreement with the customer. 

The NSMF creates a NSI to provide the agreed service requirements including the required isolation and security.  

The NSMF monitors the fault and performance of the NSI and ensure meeting the agreed service requirements including providing necessary monitoring information to the customer.
5.1.2.3
Post-conditions
A NSI is created to provide the service to the satisfaction of the SLA and network KPIs required by the customer.

5.1.3
Creation of two new NSIs for different end user services with shared AN and no common CN NFs

5.1.3.1
Pre-conditions
Operator wants to deploy MBB and mIoT services in the network. 
The shared AN of multiple slices is available.
5.1.3.2
Description 
Several inputs are relevant for differentiating among services. 
In this use case, the operator decides to create two NSIs without using common CN NFs: one for MBB services and another for mIoT services. 

The operator configures the NSIs.  Both the NSI for MBB and the NSI for mIoT contain dedicated CN NF respectively.
The operator then activates the two NSIs A and B. 

5.1.3.3
Post-conditions
Two NSIs with different characteristics have been created and are operational to carry the MBB services and mIoT services.
5.1.4
Creating a NSI with common and slice specific CN network functions and shared AN

5.1.4.1
Pre-conditions
The operator wants to create multiple NSIs.  The NSIs may contain some functions that are common to multiple NSIs and some that are specific to a NSI. 
The shared AN supporting multiple slices is available.
5.1.4.2
Description 
In some cases, common CN network functions can be shared among multiple NSIs. The common CN network functions can be virtualized network functions or non-virtualized network functions.
The operator selects some common CN network functions and slice specific network functions to compose a NSI. The operator specifies the associated parameters to create a NSI (e.g. loading and geographic constraints).  

When creating a new NSI, the operator determines if existing common CN network functions are available. 

· In the case that common CN network functions are available, only the slice specific CN network functions may need to be created. The existing common CN network functions may need to be reconfigured, and the resources supporting the common CN network functions may need to be added in order to ensure that the common CN network functions can serve the NSI being created.

· In the case that no common CN network functions are available, the common CN network functions need to be created and the specific CN network functions may need to be created respectively. The new common CN network functions that are created only belong to the new single NSI at this point until being shared by other NSIs.
5.1.4.3
Post-conditions
A NSI is created where some of the CN network functions are common to multiple NSIs and some are specific to the NSI.  
5.1.5
Network slice creation
5.1.5.1
Pre-conditions
The operator wants a NSI which includes CN (Core Network) part and RAN part. 
NOTE: The use case do not make any assumption on any potential RAN internal slicing. 
5.1.5.2
Description 
In some case, a network slice which includes CN part and RAN part is needed. Both CN part and RAN part of network slice can be shared by different NSIs.

Operator wants a NSI to support customer service.

The main aspects of management to support network slice creation includes:

· The NSMF determines to reuse an existing NSI or create a new NSI. If an existing NSI can be reused, the operator may reconfigure the existing NSI. If no existing NSI is available, the NSMF will determine to create a new NSI and the following steps is included.
NOTE: two scenarios for reusing an existing NSI:
· An existing NSI which is used to support other customer services currently may be shared for the requested customer service.

· An existing NSI which is not used to support any customer service currently (e.g. retained previously) may be used for the requested customer service.
· The NSMF determines the CN part-related requirements and RAN part-related requirements based on customer requirements.

· For the CN part-related requirements, the NSMF determines the NSI without common CN NF as described in Section 5.1 or the NSI with common and slice specific CN NF as described in Section 5.3. 
· For the RAN part-related requirements, the NSMF determines to utilize existing RAN NEs or new RAN NEs. 
5.1.5.3
Post-conditions
A NSI which includes CN part and RAN part is created.

5.1.6
Creating an end-to-end NSI across multiple operators

5.1.6.1
Pre-conditions
An operator wants to create an end-to-end NSI across multiple operators.  Non-management pre-requisites, such as trust relationships between operators, legal and business related, to create such a slice are assumed to exist. The operators in this use case have agreed upon to the limits of exposure of the management interface.
NOTE: The use case does not make any assumption on any potential operator internal slicing. 
5.1.6.2
Description 
An operator A wants to create an end-to-end NSI to support a telecommunication service across multiple operators, Operator A and Operator B. The end-to-end NSMF for this network slice resides with Operator A. This end-to-end NSI across multiple operators will be composed of NSSIs from operator A and NSSIs from Operator B. 

Operator A performs the following actions for the creation of an end-to-end NSI across multiple operators:
· Operator A determines to use its own and Operator B’s network to create the end-to-end NSI, decomposes the service request of the end-to-end network slice for Operator A’s and Operator B’s network, and requests the creation of NSSIs to each operator.

· Both operators may either create a new NSSIs or use an existing one as a part of the end-to-end NSI.

· When requested, Operator B provides management data (e.g., performance data) to Operator A for the NSSI hosted by operator B and belonging to operator A’s end-to-end NSI
NOTE: Operator A may determine to use more than two operators to support the end-to-end NSI. Operator A remains responsible for the management of the end-to-end NSI.  

5.1.6.3
Post-conditions
A NSI extending multiple operators is created.

5.1.7
Use case for creating network slice with shared NSSIs
5.1.7.1
Pre-conditions
None.

5.1.7.2
Description

Network slice can be created using NSSIs according to different requests from the customer. One possible method of NSI creation is described below for example.

NSSI A, NSSI B and NSSI C are composed by NFs, as exhibited in Figure 4.x.2-1 for example.

a) NSSI A is described by NFs (i.e. NF1-NF4);

b) NSSI B is described by NFs (i.e. NF5 and NF6);

c) NSSI C is described by NFs (i.e. NF7-NF9).

NSSI A is connected to NSSI B and NSSI C, composing two NSIs, where NSSI B and NSSI C are independent. NSI X is composed of NSSI A and NSSI C, NSI Y is composed of NSSI A and NSSI B.
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Figure 5.29-1: NSI X and Y composed by NSSI A, B and C

5.1.7.3
Post-conditions
NSI is created with shared NSSIs.

5.1.8
Use case for activation of a NSI
5.1.8.1
Pre-conditions
A NSI is configured.

The NSI is not providing telecommunication service.

5.1.8.2
Description
The NSMF activates the NSI for providing the intended telecommunication service through activating all necessary CN network functions of the NSI, RAN NEs of the NSI, and possibly other part of the NSI. Activation is performed by using management interfaces to request managed entities to move to a state which relates to activation of the telecommunication service supported by the NSI. The activation of the CN network functions, RAN NEs and other parts of a NSI may follow a sequential order.

The NSMF changes the NSI status to activated.
5.1.8.3
Post-conditions

The NSI is providing telecommunication service.

5.1.9
Instantiation, configuration and activation of NSI in the network with virtualized NFs

5.1.9.1
Pre-conditions
The operator wants to create a NSI in the network that includes virtualized NFs. The NSI is needed to support certain telecommunication services designed in the preparation phase (see the clause 4.1).

5.1.9.2
Description

The NSMF receives requirements that need to be satisfied for establishment of the planned services, such as network latency. Some requirements may be triggering immediate allocation of network resources while others are defined in terms of the policy of allocation at later time, when particular services are activated. 

According to the requirements, the NSSMF, per request from the NSMF, creates needed NSSIs: 

-
configures and triggers the components of NFV-MANO [6] to 
instantiate and/or configure all needed VNFs and NSs and/or scale them as needed, for the operations of the NSSI. Such configuration takes into account sharing of the VNFs and NSs with other NSSIs where relevant.

-
triggers necessary components of the network management system to effect the application level configuration of the NFs to be used by the NSSI. Such configuration takes into account sharing of the NFs with other NSSIs where relevant.
The NSMF activates the NSI.

5.1.9.3
Post-conditions
The NSI is operational in the network that includes virtualized NFs .

5.1.10
Supervise a NSI

5.1.10.1
Pre-conditions

The operator wants to supervise an instantiated network slice to be aware of and resolve problems or potential problems with a NSI based on the received alarm notifications.  

The NSI is composed of NSSIs consisting of network functions and resources. A NSSI can be associated with only one NSI or with multiple NSIs.
The NSMF knows which NSSIs are associated with each NSI. 

5.1.10.2
Description

The NSI is configured so that appropriate alarm notifications are generated and sent to the NSMF. The NSMF receives alarm notifications for a NSI:

· In case the NSMF receives alarm notifications related to the dedicated NSSI, all alarm notifications related to the dedicated NSSI are applicable to the associated NSI. The NSMF supervises the NSI based on the alarm notifications.
· In case the NSMF receives alarm notifications related to the shared NSSI, the alarm notifications might be applicable to some specific associated NSI that is using that shared NSSI. The NSMF identifies the alarm notifications belong to which NSI(s), and supervises NSI(s) based on the identified alarm notifications.

The NSMF may allow or suppress alarm notifications related to the NSSI to satisfy the fault management requirements of the associated NSI(s). 

5.1.10.3
Post-conditions

The NSMF provides alarm supervision of a NSI to the operator.

 Editor’s note: Which function block the NSMF belongs to is FFS.
5.1.11
Monitor the performance of a NSI

5.1.11.1
Pre-conditions

The operator wants to understand the performance of the network slice to ensure SLA compliance. The network slice is instantiated and configured by the NSMF so that the appropriate performance data is generated.

The NSMF knows which NSSIs are associated with each NSI A NSSI can be associated with multiple NSIs.

5.1.11.2
Description

Network slice performance management is carried out at both NSI level and NSSI level. An example is shown in the following figure 5.10.2-1. NSI 1 is composed by network slice subnet instance 1 and network slice subnet instance 2. Firstly, performance data of network slice subnet instances is collected. Then performance data of a NSI can be generated based on all the performance data related to network slice subnet instances.
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Figure 5.10.2-1 Example of network slice performance management
· Performance data generation at NSI level 
In order to understand the performance of a NSI, some performance data at NSI level need to be obtained. For example, performance data at the NSI level may include traffic load data of the whole NSI, service performance data provided by the NSI. Traffic load data of a NSI indicates the level of both the total user traffic and the signalling traffic within a NSI. The service performance data includes the total user traffic, the signalling traffic and QoS data corresponding to a particular service instance. QoS data of services can indicate whether the NSI delivers services at expected QoS level.

In order to obtain NSI level performance data, the NSMF firstly collects performance data related to NSSIs associated with the NSI. The NSMF then generates NSI level performance data based on performance data related to NSSIs.
· Performance data collection at NSSI level 
The NSMF decides to create measurement jobs on network functions in NSSIs. Measurement jobs includes measurement parameters, scheduling information and an indication for pointing out the NSI for which performance data needs to be collected. The data is collected and provided to the NSMF by the NSSIs.

A NSSI can be dedicated to a NSI or can be shared by multiple NSIs.

a) In case of a dedicated NSSI all performance data from the network slice subnet is identified per NSI that is using that NSSI. The data may be collected for different QoS levels or for different service instances included in the NSI as per the request from the network management function. 

b) In case of a shared NSSI the performance data is segregated per NSI that is using that shared NSSI. The data may be collected for different QoS levels, for different service instances or for different slice instance level as per the request from the network management function.

5.1.11.3
Post-conditions

The NSMF has the performance data of all NSSIs that are associated with the NSI. 

The NSMF generates slice instance level performance data of a NSI based on the performance data of all NSSIs that are associated with the NSI.

Editor’s note: Which function block the NSMF belongs to is FFS
5.1.12
Management data isolation when NSI is shared by multiple customers
5.1.12.1
Pre-conditions
The operator wants to use one slice instance to serve multiple customers (i.e. other network operator or enterprises etc.) simultaneously and customers want to get the management data of the slice instance, such as performance measurements. It’s assumed the NSMF has the ability to generate the management data separately for different customers. 

Editor’s note: having access to management data by customers, and the level of visibility of a network slice by a customer is FFS.
5.1.12.2
Description 
When the service requirements of multiple customers can be fulfilled by the same NSI, the operator may decide to create a single NSI. The created NSI is shared to serve multiple customers.
In the case of there is fault or the performance degradation in the slice instance, the customer service may be influenced. The customer may want to know the fault information or the performance information of the slice instance which cause the service problem.

The management data (e.g. fault management data, performance data etc.) for different customers may be separated. 

It’s up to the operator to decide whether a customer service is to be served by the same NSI or by different NSIs. 
If the service requirements of one of the customers sharing the slice instance changes, the operator may decide to modify the slice instance without negatively impacting the service to other parties, if possible. For example, the operator may check if the modification or reconfiguration is against the resource usage policies of other services provided by the same NSI. If there is no conflict, the operator then modifies or reconfigures the NSI.
5.1.12.3
Post-conditions
Multiple customers are served by the same NSI with access to their network management data.
5.1.13
Network slice performance threshold monitoring 
5.1.13.1
Pre-conditions
A NSI is in service.
Operator wants to monitor performance parameters in a NSI by setting thresholds and receiving alarms notifications.
5.1.13.2
Description 
In order to monitor performance of a NSI, the NSMF determines thresholds for performance parameters that need to be monitored by several NFs of the NSI. 

The NSMF can set thresholds on both common and specific NFs for monitoring performance parameters of the NSI. The performance parameters of the NSI are monitored by NFs. Once the thresholds are met, NFs will generate threshold crossing/reaching alarm notifications specific to the NSI.  
5.1.13.3
Post-conditions
Thresholds for performance parameters of a NSI have been created on NFs.

The NSMF is ready to receive performance alarm notifications related to a NSI.

5.1.14
Modifying a NSI with common and slice specific CN network functions and shared AN
5.1.14.1
Pre-conditions
The operator wants to modify an existing NSI that is composed of network functions that are common to multiple NSIs and specific to the NSI. 
The shared AN supporting multiple slices is available.
5.1.14.2
Description 
Operator determines whether the common CN network functions or specific CN network functions of the NSI need to be modified.  

· The operator may decide that for modification of the NSI it is enough to modify the identified slice specific CN network functions. Otherwise the operator may decide to create new slice specific CN network functions in order to satisfy the network slice modification needs and then delete the obsolete slice specific CN network functions which are replaced by the newly created slice specific CN network functions.
· If the operator wants to modify the common CN network functions, the operator checks whether the modification of common CN network functions may impact other NSIs and takes appropriate actions as below, 
· If there is no impact then the operator updates the common CN network function where needed. If the modification of the common CN network functions is not applicable then the operator may decide to create new common CN network functions in order to satisfy the modification needs.

· If there is impact, the operator may not perform the modification of common CN network functions or may decide to create new CN network functions only for the NSI being modified in order to satisfy the modification needs and avoid the impact on other NSIs. The newly created CN network functions only belong to the NSI being modified until being shared with other NSIs by configuration.
5.1.14.3
Post-conditions
A NSI that is composed of common CN network functions and slice specific CN network functions are modified by the operator without negatively impacting the other NSIs.    

5.1.15
Use case of changing capacity of a NSI 
5.1.15.1
Pre-conditions
The operator wants to change the capacity of a NSI by enlarging the NSI or shrinking the existing NSI with specified CN network function. The specified CN network function can be common to multiple NSIs or specific to the NSI.

The shared AN supporting multiple slices is available.
5.1.15.2
Description

The operator determines whether the NSI needs to be enlarged or shrunk.

· If the operator wants to enlarge the NSI, the operator may decide that for enlarging the NSI, it is enough to change the capacity of identified specified CN network functions. If it is not applicable, then the operator may decide to create new specified CN network functions for the NSI.
· If the operator wants to shrink the NSI, the operator determines whether the capacity of common CN network functions or specific CN network functions of the NSI need to be changed.
a) The operator may decide that for shrinking the NSI, it is enough to change the capacity of identified slice specific CN network functions. If it is not applicable, then the operator may decide to take out one or some of the identical slice specific CN network functions.
b) If the operator wants to change the capacity of the common CN network functions, the operator checks if the capacity changing may negatively impact other NSIs and takes appropriate actions as below.

· If there is no negative impact, then the operator changes the capacity of identified common CN network functions. If the changing capacity of the common CN network function is not applicable, then the operator may decide to take out one or some of the common CN network functions.

· If there is negative impact on other NSI, the operator may not perform changing capacity of the common CN network functions.
· In both cases as a part of the modification the operator may need to perform appropriate reconfiguration of the existing CN network functions to reflect these modifications.
5.1.15.3
Post-conditions

The capacity of NSI that is composed of common CN network functions and slice specific CN network functions is changed by the operator.
Editor’s note: the relation of this use case and the use case of modifying a NSI with common and slice specific CN network functions and shared AN is FFS.
5.1.16
Deactivation of a NSI
5.1.16.1
Pre-conditions
A NSI is activated.
5.1.16.2
Description
The NSMF deactivates the NSI to stop providing telecommunication service on current NSI through deactivating all CN network functions of the NSI, RAN NEs of the NSI, and possibly other part of the NSI. The ongoing telecommunication service supported by the NSI is terminated if it is not supported by any other NSI. Deactivation is performed by using management interfaces to request managed entities to move to a state which relates to deactivation of the telecommunication service supported by the NSI. The deactivation of the CN network functions, RAN NEs and other parts of a NSI may follow a sequential order.

The NSMF changes the NSI status to deactivated.
5.1.16.3
Post-conditions

The NSI is not providing telecommunication service.

5.1.17
Terminating a NSI with common and slice specific CN network functions and shared AN

5.1.17.1
Pre-conditions
No service is provided any more by the NSI to be terminated.

The shared AN supporting multiple slices is available.
5.1.17.2
Description 
Operator terminates an existing NSI. If the NSI to be terminated depends on common CN network functions which are used by multiple NSIs, the common CN network functions may need to be configured, the network slice specific network functions may be terminated. The relation between the common CN network functions and the NSI needs to be released. The shared AN of the NSI needs to be re-configured.

5.1.17.3
Post-conditions
A NSI is terminated by the operator.  

5.2
NSI CM
5.2.1
Management support for policy configuration
5.2.1.1
Pre-conditions
The NSMF has decided to create a new network slice and the policies for the operation and management of the respective slice need to be created. 
5.2.1.2
Description

Policy management functionality is required to derive appropriate policies for NSI operation and management according to service requirements and available network resources. 

The policy may be accompanied by the information on what needs to be done if the configuration based on the policy is violated 
5.2.1.3
Post-conditions
Appropriate policies are configured and enforced to ensure the proper operation and management of the NSIs.
5.2.2
Management support for RAN configuration

5.2.2.1
Pre-conditions
The NSMF is configuring a network slice.

The NSMF has identified that a RAN part of a network slice need to be configured.
5.2.2.2
Description 
The NSMF configures the RAN part of the network slice. More details are FFS.

The NSMF configures the RAN part of the network slice with information about the related CN part of the network slice. More details are FFS.
5.2.2.3
Post-conditions
The RAN part of the network slice has been configured.

The RAN part of the network slice has information about the related CN part of the network slice.
5.2.3
Management support to facilitate UE roaming between NSIs in different administrative domains
5.2.3.1
Pre-conditions
The UE may move across multiple administrative domains.
Multiple operators have roaming agreements.
5.2.3.2
Description

The operator knows the information of other NSIs which belongs to other operators. An example of the information is the network slice selection assistant information (NSSAI).

The operators configure the network to support the UEs roaming from the coverage area of one NSI to the coverage area of another NSI. For example, when NSSAI is not standardized, operator A may configure some network functions (e.g., network slice selection function) of the NSI to be aware of the NSSAI of NSIs from operator B to facilitate the mapping between NSSAIs since the UE may provide the NSSAI of the NSI from operator B when it moves from the administrative domain of operator B to the administrative domain of operator A.

5.2.3.3
Post-conditions

NSIs from different administrative domains can provide desired service to the customer.

5.2.4
Configuration for RRM policy for NSIs

5.2.4.1
Pre-conditions

A RAN NF supports multiple NSIs.

Operator wants to configure the policy for the radio resource management for NSIs.

5.2.4.2
Description 

A RAN NE supports multiple NSIs, so the RAN NF needs a RRM policy for the NSIs supported by the RAN NE (see clause 8.1 of 3GPP TR 38.801[x]).

The NSSMF configures the RRM policy for the NSIs.
5.2.4.3
Post-conditions

The RRM policy for the NSIs has been configured.
5.3
NSI Exposure
5.3.1
Limited level of management exposure for multiple NSIs
5.3.1.1
Pre-conditions
Customers want specific NSIs created by the operator.

5.3.1.2
Description
Multiple network slices required by different customers may have the same type of service but with different KPI and/or QoS/QoE.

According to NSI creation described in Section 5.3, the operator may create multiple network slice served by the same NFs and management system to provide the agreed service requirements including the required management exposure.

Currently, operators provide service management exposures to the customers, that the network management (i.e. NMs and EMs) and the infrastructure management are not typically exposed to customers. Operators will need to extend the current service management offers into limited level of management exposures in network and infrastructure, which the management exposure is agreed by both operator and the customer. These limited level of exposure should be part of the operator extended offer to NSI customer. Typical example for this use case is from the Enterprise communication market where each company is represented as a tenant.
5.3.1.3
Post-conditions
The limited level of management exposure agreed by customer and operator of the created specific NSIs are provided to the customers.
5.4 NSSI LCM
5.4.1
Creation of a NSSI

5.4.1.1
Pre-condition

The NSMF and NSSMF are operational. The NSMF determines that a new NSSI is needed. 

5.4.1.2
Description

The NSMF requests the NSSMF to create a NSSI. The NSSMF analyses the request from the NSMF and determines which network functions and resources are needed. The NSSMF creates and configures the NSSI constituent parts which may include both virtualized and non-virtualized NFs.  

5.4.1.3
Post-condition

The NSSI has been created and is configured and not in run-time phase. The NSSMF has informed the NSMF of the creation of the NSSI. 
5.4.2
Activation of a NSSI

5.4.2.1
Pre-condition

The NSMF and NSSMF are operational. A NSSI is configured and is not active, and part of an NSI.. The connectivity between the NSSI and the other parts of the NSI has been pre-provisioned.

5.4.2.2
Description

The NSMF requests the NSSMF to activate a NSSI. The NSSMF activates the NSSI through activating all necessary constituents of the NSSI.. The NSSMF changes the NSSI status to activated and informs the NSMF that the NSSI has been activated.
5.4.2.3
Post-condition

The NSSI has been activated and the NSMF has been informed. The NSSI is in run-time phase.

5.4.3
Monitor performance of a NSSI

5.4.3.1
Pre-condition

The NSMF and NSSMF are operational. The NSMF requires to monitor the performance of an active NSSI. The NSSI is instantiated and configured by the NSSMF. The appropriate performance data is generated by the constituent parts of the NSSI.

5.4.3.2
Description

The NSMF requests the NSSMF to provide the performance management data of a NSSI. The NSSMF creates a performance management job for the constituent parts of the NSSI to enable collection of the performance data for a NSSI. 
Measurement jobs includes measurement parameters, scheduling information and an indication for pointing out the NSSI for which performance data needs to be collected. The data is collected for and provided to the NSSMF by the constituents of the NSSI.

c) In case of a dedicated constituents of the NSSI the performance data from the constituents are identified per NSSI. The data may be collected by the NSMF that manages the NSI served by the NSSI 

d) In case of a shared constituents of the NSSI the performance data is segregated per NSSI that is using that shared constituent of the NSSI. The data may be collected by different NSMF(s) for the NSIs using the shared NSSI.

5.4.3.3
Post-condition

The NSSMF has the performance data of the constituents of a NSSI. The NSSMF can provide the requested performance data to the NSMF.

Editor’s note 1: the creation of jobs on NSSI constituent parts managed by another NSSMF instance is for FFS

Editor’s note 2: The PM data that is relevant to NSSI’s is for further study 

5.4.4
Supervision of a NSSI

5.4.4.1
Pre-condition

The NSMF wants to supervise an instantiated and activated NSSI to be aware of and resolve problems or potential problems with a NSSI based on the received alarm notifications.  The NSSI is configured by the NSSMF so that appropriate alarm notifications are generated and sent to the NSSMF

5.4.4.2
Description

The NSSMF supervises the NSSI and its constituents. The NSSMF receives alarm notifications for a NSSI from its constituents. 

In case of the constituents of the NSSI are dedicated to the NSSI all alarm notifications from the constituents are applicable to the NSSI.

In case the constituents of the NSSI are shared with other NSSI(s) the alarm notifications might be applicable a specific NSSI that is using that shared constituent.  

5.4.4.3
Post-conditions

The NSSMF provides alarm supervision of a NSSI to the NSMF.

5.4.5
Modification of a NSSI

5.4.5.1
Pre-condition

The NSMF and NSSMF are operational. The NSI is in run-time phase. The NSMF requires the modification of a NSSI. The change of the capability in the NSI is within the existing network slice definitions as defined in the NST. 

5.4.5.2
Description

The NSSMF modifies the constituents of the NSSI. The NSSMF receives and analyses the modification request from the NSMF. The NSSMF determines which of the constituents needs to be modified. 
In the case a constituent of a NSSI is shared with other NSSI(s) the NSSMF determines whether the modification of the NSSI may impact the shared constituents.  
· If there is no impact the NSSMF modifies the shared constituents of the NSSI where needed. 

· If there is impact, the NSSMF may not modify the shared constituents or may decide to create new or remove existing constituents for the NSSI being modified in order to satisfy the modification request. The newly created constituents are added to the NSSI being modified or existing constituents are removed from the NSSI being modified.
5.4.5.3
Post-condition

The NSSI has been modified and the NSMF has been informed.

Editor’s note: the relation between the modification of NSSI constituents and the NS update and scale are FFS

Editor’s note: modification of a shared NF participating in multiple NSSIs which are managed by a different NSSMF is for FSS
5.4.6
Changing capacity of a NSSI

5.4.6.1
Pre-condition

The NSMF and NSSMF are operational. The NSSI is handling traffic

5.4.6.2
Description

The NSMF determines if the capacity of a NSSI needs to be increased or decreased. The NSMF requests the NSSMF to increase or decrease the capacity of the NSSI. 

In case of increasing the NSSI capacity the NSSMF may decide to increase the capacity of the NSSI constituents or adding new constituents to the NSSI. When adding new constituents to the NSSI the NSSMF may need to re-configure the added constituents.  

In case of decreasing the capacity of the NSSI the NSSMF may decide to decrease the capacity of the NSSI constituents or by removing constituents from the NSSI. In case of removing constituents from the NSSI the NSSMF may need to re-configure the remaining constituents. 

5.4.6.3
Post-condition

The capacity of a NSSI has been changed.

Editor’s note 1: The method of capacity change 1) validity is subject to pending definition of NSSI capacity 2) this definition is FFS

Editor’s note 2: change capacity of a shared NF participating in multiple NSSIs which are management by a different NSSMF is for FSS

5.4.7
De-activation of a NSSI

5.4.7.1
Pre-condition

The NSMF and the NSSMF are operational. A NSSI is activated and in run-time phase

5.4.7.2
Description

The NSMF requests the NSSMF to de-activate a NSSI. The NSSMF de-activates the NSSI by de-activating all necessary constituents of the NSSI. 

The NSSMF changes the NSSI status to de-activated and informs the NSMF that the NSSI has been de-activated.
5.4.7.3
Post-condition

The NSSI has been de-activated and the NSMF has been informed. The connectivity between the NSSI and other parts of the NSI is still pre-provisioned.

Editor’s note 1: the de-activation of shared NSSI’s are FFS.

Editor’s note 2: de-activation of a shared NF participating in multiple NSSIs which are management by a different NSSMF is for FSS
5.4.8
Termination of a NSSI

5.4.8.1
Pre-condition

The NSMF and NSSMF are operational. The NSSI is not in run-time phase. The NSMF determines that the NSSI is not required. The NSMF requests the NSSMF to terminate the NSSI.

5.4.8.2
Description

The NSSMF terminates an existing NSSI by terminating the constituents of the NSSI. If a constituent of the NSSI to be terminated is shared with other NSSI’s that constituent needs to be re-configured. The relation between the shared NSSI constituents and the terminated NSSI needs to be released. 
5.4.8.3
Post-condition

The NSSI has been terminated and the NSSMF has informed the NSMF

Editor’s note: termination of a shared NF participating in multiple NSSIs which are management by a different NSSMF is for FSS
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